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Motivation
● “Invariant” in CNN models
● “Competitive” on tiny HW    



Architecture



Principle
● Spatial transformer module 

○ small 
○ learnable (differentiable) 
○ adjustable class of transformations 
○ all channels

● Transformation 
○ parameters - dependent on input image
○ grid generator  
○ sampling



Architecture



Localisation Network

● INPUT: 

● OUTPUT:        parameters of transformation 

● Localisation Network: 

● Localisation function could have any form FC, CNN… (But differentiable)    



Sampling Grid
● Output pixels:  

● Source coordinates:  

● Affine transformation example:



Transformations
● cropping, translation, isotropic scaling
● plane projective transformation
● differentiable with respect to the parameters



Image Sampling 
● input: 

○ feature map 
○ sampling points 

● output: 
○ feature map

● Image sampling function :
○ differentiable
○ interpolation kernel 
○ learnable kernel parameters 



Image Sampling - example 



Spatial Transformer Networks
● self-contained module
● downsample, resample
● multiple or parallel



Experiments



Distorted MNIST



Street View House Numbers



CUB-200-2011 - Classification
●



Conclusion



Spatial Transformer
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